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Goal

• Use ML to get speed up over 
conventional simulations

• Incorporate physics into ML tools 
for better results and generalization

• Beams : 𝜌, 𝑱 → E, B

Tool: Physics Constraint 
Convolutional Neural Networks

All Solutions

Physical Solutions

True Solution

Created with DALL·E
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Previous Work

• Used for magnetohydrodynamics

• NN: 𝑱 → 𝑩

• PCNN: 𝑱 → 𝑨 ⇒ 𝛁 × 𝑨 = 𝑩

⇒ ∇ ⋅ ∇ × 𝑨 = 0 (Hard Constraint)

Scheinker, A., and Pokharel, R.  APL Machine Learning 1.2 (2023).
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FoHM-NO Framework

• Neural Network ⇒ solution operator: 𝑨⊥ = 𝑶 𝑱⊥
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Data – Conventional Simulation

• Used General Particle Tracker 
(GPT)

• 2nC of 𝑒−’s of 5.6 MeV entering 
solenoid B field

Two Beams:

• Complex Beam (Training 85% + 
Validation 15%)

• Gaussian Beam (Test)
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Best Model: U-Net

• Add skipped connections ⇒ Concatenation
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U-Net: Complex Beam
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U-Net: Gaussian Beam
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Results – Gaussian Beam

• U-Net: perform bests

Time for Gaussian Beam

• GPT simulation: ~ 1 day 

• U-Net ~ few seconds CL, Scheinker, A
Preprint: Research Square
https://doi.org/10.21203/rs.3.rs-3879834/v1
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In the Works

• Including Uncertainty 
Quantification to FoHM-NO

• Applying to Coherent 
Synchrotron Radiation 
(IPAC’ 24 poster)

Funded by LANL-LDRD

Edelen, A. and Mayes, C. 
arXiv: 2203.07542

https://arxiv.org/pdf/2203.07542.pdf
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Backup: Universal Operator Approximation Theorem

(Informal) A neural network can 
approximate any operator (Chen and 
Chen, 1995)

• Note: architecture is not necessarily a 
CNN encoder-decoder

• Operator can offer family of solutions 
to PDE’s
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Backup Slide: Solution Operator

Example: Poisson’s equation

∇2𝜙(𝒓) =
𝜌(𝒓)

𝜖0

Solution:

𝜙(𝒓) =
−1

4𝜋𝜖0
න𝑑3𝒓′

𝜌(𝒓′)

|𝒓 − 𝒓′|

Solution operator
𝜌 → 𝜙
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Backup: Abstraction 

Through Depth

• Build complexity from ground up

• First layers: lower-level features

• Later layers: high level features

Deep Learning
Goodfellow, Bengio and Courville (2016)

https://www.deeplearningbook.org/
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Back up: CNN-small-4: Four Bunch Beam
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Back up: CNN-small-4: Gaussian Beam
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Backup: CSR - Computationally Expensive

• 𝑁𝑒~ 1010

• ~𝑁𝑒
2 interactions + saving 

distribution at earlier times

• 1D approx. has been used, can 
slow down by factor ~10

• Can CNN’s help with speed up?
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